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Interconnect of HPC systems

- Modern **HPC (High Performance Computing)** systems are built on a computer cluster architecture.

- Due to the recent rapid scale-out in node numbers, the **cost and complexity of HPC interconnects** are getting increasingly high.

- **MPI (Message Passing Interface)** is the de facto standard library to develop parallel distributed applications on clusters.
Towards SDN-enhanced MPI

Leverage SDN architecture to realize tight integration between MPI application and network interconnect; MPI application-aware dynamic interconnect control.

Several PoCs:

• Offloading MPI broadcast to network

• Dynamic load balancing of traffic load using MPI layer
Proposed Architecture of the Framework
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